COMBO: An efficient Bayesian optimization library for materials science
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ABSTRACT

In many subfields of chemistry and physics, numerous attempts have been made to accelerate scientific discovery using data-driven experimental design algorithms. Among them, Bayesian optimization has proven to be an effective tool. A standard implementation (e.g., scikit-learn), however, can accommodate only small training data. We designed an efficient protocol for Bayesian optimization that employs Thompson sampling, random feature maps, one-rank Cholesky update and automatic hyperparameter tuning, and implemented it as an open-source python library called COMBO (COMmon Bayesian Optimization library). Promising results(325,502),(664,830) using COMBO to determine the atomic structure of a crystalline interface are presented. COMBO is available at https://github.com/tsudalab/combo.

1. Introduction

Algorithmic design of experiments appears in many different contexts in chemistry and physics [1–5]. The scientific process of discovering new knowledge is often characterized as search through a space of candidate hypotheses. The candidates are either stored in a database or generated on the fly. For example, in molecular structure optimization, one is required to find the most stable structure out of all possible structures [2]. In the first steps of drug discovery, the potential compounds which could bind to a target protein are sought from numerous candidates [1,3]. Experimental design is an iterative process for selecting the next candidates for experiments, where the outcome of the experiments are exploited for making further choices. In many cases, experiments are substituted by calculations, e.g., first-principles calculations and docking simulators. Mathematically, it is often formulated as an optimization problem of a black-box function [6].

Bayesian optimization (aka kriging) is a well-established technique for black-box optimization [6–8]. Bayesian prediction models, most commonly Gaussian processes [9], are employed to predict the black-box function, where the uncertainty of the predicted function is also evaluated as predictive variance. The next candidates for experiments are chosen based on the predicted values and variances (Fig. 1). Bayesian optimization gained momentum in machine learning research due to the success of hyperparameter tuning in deep learning algorithms [7].

In materials science, we are aware of at least four successful applications of Bayesian optimization: elastic properties [10], melting temperature [4], lattice thermal conductivity [5], and the design of a grain boundary interface [11]. However, in these successful applications the size of the training set was small (i.e., several hundreds at most). For upcoming large scale problems, the size of the training set may increase to the millions. Existing packages (e.g., scikit-learn [12]) are hopelessly slow in this case, as will be shown later by numerical experiments.

We designed a new efficient protocol involving state-of-the-art machine learning techniques for optimal efficiency, and created an open source library termed COMmon Bayesian Optimization Library (COMBO). COMBO is amenable to large scale problems, because the computational time grows only linearly as the number of candidates increases.
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Technical features include Thompson sampling [8], one-rank Cholesky update [13], random feature maps [14] and automatic hyperparameter tuning [9]. Thompson sampling does not require costly computation of predictive variance. Cholesky decomposition required in Thompson sampling is made efficient by one-rank Cholesky update. A random feature map allows us to approximate a Gaussian process with a Bayesian linear model that is more efficient for learning. By sacrificing a little loss of efficiency, users can enable automatic hyperparameter tuning using type-II likelihood maximization. This library frees materials scientists from the need to implement complex machine learning algorithms and has the potential to become a key tool in the emerging field of materials informatics.

2. Technical features and details

A black-box optimization problem is defined as follows. Let \( \mathbf{x}_1, \ldots, \mathbf{x}_m \in \mathbb{R}^d \) denote a set of candidate points represented as \( d \)-dimensional vectors. By an experiment, the value of the black-box function at a candidate point can be obtained. By means of Bayesian optimization, we would like to identify the points with minimum values using as few experiments as possible.

In Ref. [11], for instance, Bayesian optimization was applied to determine the most stable translation parameters of a grain boundary. In this case, the dimensionality of candidate points \( d \) is three. The candidate points \( \mathbf{x}_1, \ldots, \mathbf{x}_m \in \mathbb{R}^3 \) are created by splitting the ranges of \( x, y, z \) axes into equal intervals. If each axis is divided into \( u \) intervals, the number of candidate points turns out to be \( m = (u + 1)^3 \). The value of the black box function \( y_i \) is defined as the grain boundary energy at translation \( \mathbf{x}_i \) obtained by a static lattice calculation [15]. So, a calculation plays the role of an experiment here.

In sequential experimental design, it is assumed that the values \( y_1, \ldots, y_n \) are already measured for \( n \) candidate points \( \mathbf{x}_1, \ldots, \mathbf{x}_n \). Based on a prediction model learned from the training set \( D = \{ \mathbf{x}_i, y_i \}_{i=1}^m \), an algorithm determines which candidate point on which to apply an experiment from the remaining \( m - n \) points. This process is repeated until the predetermined number of experiments is done.

2.1. Thompson sampling

Thompson sampling is a popular algorithm for sequential experimental design [8]. The basic idea of Thompson sampling is probability matching, namely choosing the candidate point according to the probability of being optimal. A prediction model is required to facilitate Thompson sampling. Here we employ the Bayesian linear regression model,

\[
y = \mathbf{w}^\top \phi(\mathbf{x}) + \epsilon,
\]

where \( \mathbf{x} \in \mathbb{R}^d \) is an input vector corresponding to a candidate point, \( \phi : \mathbb{R}^d \to \mathbb{R}^{\ell} \) is a feature map, \( \mathbf{w} \in \mathbb{R}^\ell \) is a weight vector and \( \epsilon \) is the noise subject to \( \mathcal{N}(0, \sigma^2) \). Let \( \Phi \) denote the \( \ell \times n \) matrix whose \( i \)-th column corresponds to \( \phi(\mathbf{x}_i) \). The posterior distribution of \( \mathbf{w} \) given data \( D \) is described as

\[
\mathbf{w} | D \sim \mathcal{N}(\mu, \Sigma)
\]

where

\[
\mu = (\Phi \Phi^\top + \sigma^2 I)^{-1} \Phi \mathbf{y}, \quad \Sigma = \sigma^2 (\Phi \Phi^\top + \sigma^2 I)^{-1}.
\]

The predicted value for candidate point \( \mathbf{x}_i \) is described as \( \mathbf{w}^\top \phi(\mathbf{x}_i) \). The region of \( \mathbf{w} \) where choosing \( \mathbf{x}_i \) is optimal is defined as

\[
W_i = \{ \mathbf{w} \in \mathbb{R}^\ell | \mathbf{w}^\top \phi(\mathbf{x}_i) = \min_j \mathbf{w}^\top \phi(\mathbf{x}_j) \}.
\]

Thompson sampling chooses the candidate point according to the probability of being optimal,

\[
p_i = P(\mathbf{w} \in W_i | D). \quad \text{It can be done without computing } p_i \text{ as follows [8].}
\]

• Sample a vector \( \mathbf{s} \) from \( P(\mathbf{w} | D) \).
• Determine the candidate point with minimum score with respect to \( \mathbf{s} \).

\[
i^* = \arg\min_i \mathbf{s}^\top \mathbf{x}_i.
\]

Thompson sampling for the Bayesian linear model is particularly efficient, because the computational time for evaluating a candidate point (2) is \( O(\ell) \). In comparison, other methods such as maximum probability of improvement [4] and maximum expected improvement [6] require us to compute the predictive variance, which takes \( O(\ell^2) \) time.

2.2. Quick sampling

Sampling from a multidimensional Gaussian distribution requires a triangular decomposition of the covariance matrix [16].
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In our case, we need to sample a vector \( s \) from the posterior distribution \( P(w|D) \). Defining
\[
A = \frac{1}{\sigma^2} \Phi \Phi^\top + I,
\]
the posterior distribution is described as \( w|D \sim \mathcal{N}(1/\sigma^2, A^{-1} \Phi y, A^{-1}) \). Thus we need a triangular decomposition of \( A^{-1} \) in each step of Thompson sampling. After an experiment is done, a new training example \((x', y')\) is obtained, and the matrix \( A \) is updated as
\[
A' = A + \frac{1}{\sigma^2} \Phi (x') \Phi^\top.
\]

It is well known that Cholesky decomposition of a one-rank-modified matrix is computed from that of the original matrix in \( O(n^3) \) time (i.e., fast-update) [13], while computing it from scratch takes \( O(n^3) \) time. So we maintain Cholesky decomposition \( L \) of \( A \) throughout the process (i.e., \( A=L^\top L \)) and apply fast-update to \( L \) whenever a new example is added.

The sample \( s \) is obtained as \( \mu + s_0 \) where \( s_0 \) is a sample from \( \mathcal{N}(0, A^{-1}) \). Substituting \( A=L^\top L \) to (1), the mean vector \( \mu \) is described as the solution of the following equation,
\[
L^\top L \mu = \frac{1}{\sigma^2} \Phi y.
\]

The solution is obtained by applying back substitution twice, first for \( L^\top \) and second for \( L \) [16]. Also, \( s_0 \) is obtained by sampling \( z \sim \mathcal{N}(0, I) \) and then solving the linear equation \( z=1s_0 \) by back substitution. The sampling process is done in \( O(n^2) \) time.

### 2.3 Random feature map

The choice of feature map \( \phi \) crucially affects the performance of Bayesian optimization. In COMBO, we employ a random feature map that approximates the mapping induced by the Gaussian kernel [14]. Let us describe the Gaussian kernel of unit width as \( k(\Delta) = \exp(-\|\Delta\|^2/2) \). Due to Bochner’s theorem, it is rewritten as
\[
k(x - x') = \int \exp(j\omega^\top(x - x'))p(\omega)d\omega,
\]
where \( j \) is the imaginary unit and
\[
p(\omega) = (2\pi)^{-d/2} \exp\left(-\frac{1}{2} \omega^2\right).
\]

Let us define \( z_{\omega,b}(x) = \sqrt{2} \cos(\omega^\top x + b) \). If \( \omega \) is drawn from \( p(\omega) \) and \( b \) is drawn uniformly from \([0, 2\pi]\), we have \( E[z_{\omega,b}(x)z_{\omega_0,b_0}(x')] = k(x - x') \).

In COMBO, the feature map is defined such that the inner product \( \phi(x)^\top \phi(x') \) approximates the Gaussian kernel of width \( \eta \), i.e., \( \exp(-((x - x')^2/(2\eta^2))) \). Using \( \ell \) random samples \( \omega_i, b_i \) \( i = 1, \ldots, \ell \), the feature map is defined as
\[
\phi(x) = \left(z_{\omega_1,b_1}(\frac{x}{\eta}), \ldots, z_{\omega_\ell,b_\ell}(\frac{x}{\eta})\right)^\top.
\]

In the limit \( \ell \to \infty \), the Bayesian linear model with the random feature map converges to a Gaussian process.

### 2.4 Hyperparameter tuning

The manual determination of hyperparameters \( \sigma \) and \( \eta \) is often tricky for non-experts. COMBO has the capability to set the hyperparameters automatically by maximizing the type-II likelihood \([9]\).

The type-II likelihood is described as \( p(D|\sigma, \eta) \), i.e., the parameters except \( \sigma \) and \( \eta \) are marginalized out by means of the prior distribution. Before optimization, the hyperparameters are initialized according to a heuristic procedure described in Ref. [17]. An online optimization algorithm ADAM [18] is applied to maximize the type-II likelihood with respect to the hyperparameters, where the gradient is approximated by subsampling.

Hyperparameter tuning is repeatedly applied in the sequential experimental design process. In the beginning, \( n_c \) candidate points are selected randomly to create the initial set of training examples. At this point in time, the hyperparameters are tuned for the first time. They are retuned every time \( n_c \) candidate points are added. Notice that hyperparameter tuning can take more computational time than the Bayesian optimization itself. Users can configure \( n_I \) and \( n_E \) to balance time and accuracy.

### 3. Benchmarking

COMBO is applied to optimize rigid body translation of the \( \Sigma5[001][210] \) simplified coincidence lattice grain boundary of face-centered cubic copper [11]. As already mentioned in Section 2, a candidate point \( x_i \) is a three dimensional vector describing the translation along \( x \)-, \( y \)-, and \( z \)-axes. The corresponding value \( y_i \) is the grain boundary energy obtained by a static lattice calculation using an empirical potential method [15]. See Ref. [11] for details about the calculation.

In this study, the number of total experiments is fixed to 300. Among them, the first 20 points are chosen randomly. The number of features \( \ell \) in the random feature map is set to 2000 and 5000, where a larger \( \ell \) leads to a more accurate approximation of the Gaussian process but consumes more time. We have 16,983 candidate points in total. For benchmarking purposes, the grain boundary energies are pre-computed for all points. Top-\( k \) points are defined as the ones of lowest energy.

COMBO was applied 30 times with different random seeds. The success probability for top-\( k \) points is defined as the fraction of COMBO applications that succeeded in finding at least one of the top-\( k \) points. Fig. 2 shows the success probability for different values of \( k \). The dotted line shows the success probability of random design, analytically computed using hypergeometric distributions. Compared to random design, COMBO was far more effective in finding top points. At \( k = 30 \), for instance, the success probability of random design was 40%. It is enhanced by COMBO to 83\% (\( \ell = 2000 \)) and 90\% (\( \ell = 5000 \)).
Fig. 3 compares computational time of scikit-learn and COMBO. Hyperparameter tuning was turned off in this experiment. The computational time of scikit-learn showed quadratic growth, whereas that of COMBO grew linearly. For very small problems, scikit-learn was faster, but COMBO was far more efficient for large-scale problems as expected.

4. Conclusion

Bayesian optimization can be applied to various kinds of problems. A prerequisite, however, is that each candidate point is represented as a numerical vector of identical dimensionality (i.e., descriptors). In grain boundary optimization, the x, y, z-coordinates are natural descriptors. For other applications such as crystal structures, the choice of descriptors may not be obvious [5].

COMBO will be further developed to include more models and functions. Everyone is invited to join the development in github. As a python package, it will be easily combined with other materials informatics packages such as pymatgen [15] and ASE [20].
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